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Abstract During the summer of 2015, a number of large wildfires burned across Northern California in
areas of localized topographic relief. Persistent valley smoke hindered fire‐fighting efforts, delayed
helicopter operations, and exposed communities to extreme concentrations of particulate matter. It was
hypothesized that smoke from the wildfires reduced the amount of incoming solar radiation reaching the
ground, which resulted in near‐surface cooling, while smoke aerosols resulted in warming aloft. As a result of
increased inversion‐like conditions, smoke from wildfires was trapped within mountain valleys adjacent to
active wildfires. In this study, wildfire smoke‐induced inversion episodes across Northern California were
examined using a modeling framework that couples an atmospheric, chemical, and fire spread model.
Modeling results examined in this study indicate that wildfire smoke reduced incoming solar radiation during
the afternoon, which lead to local surface cooling by up to 3 °C, which agrees with cooling observed at nearby
surface stations. Direct heating from the fire itself did not significantly enhance atmospheric stability.
However, midlevel warming (+0.5 °C) and pronounced surface cooling was observed in the smoke layer,
indicating that smoke aerosols significantly enhanced atmospheric stability. A positive feedback associated
with the presence of smokewas observed, where local smoke‐enhanced inversions inhibited the growth of the
planetary boundary layer, and reduced surface winds, which resulted in smoke accumulation that further
reduced near‐surface temperatures. This work suggests that the inclusion of fire‐smoke‐atmosphere feedback
in a coupled modeling framework such as WRF‐SFIRE‐CHEM can forecast the dispersion of wildfire
smoke and its radiative feedback, and potentially provide decision‐support for wildfire operations.

1. Introduction

Wildfires are responsible for emitting large quantities of smoke, which can have significant impacts on air
quality (Ignotti et al., 2010), radiative fluxes (Robock, 1988; Stone et al., 2011; Yu et al., 2016), visibility
(Achtemeier, 2009), and cloud microphysics (Kaufman & Nakajima, 1993). Smoke from wildfires can also
promote daytime surface cooling by blocking sunlight (Robock, 1988). Aerosols from wildfires consist of a
wide spectrum of absorptive and scattering particles, mostly in the form of organic and black carbon, respec-
tively. Since black and organic carbon have different optical properties, the interactions of smoke with solar
radiation can be complex (Colbeck et al., 1997).

Robock (1991) found that wildfire smoke cooled daytime surface temperatures by 1.5 to 7 °C within moun-
tain valleys across Northern California. Another study by Youn et al. (2011) found that smoke emitted from
Siberian fires resulted in temperature decreases of 3.5 °C across the region with surface pressure anomalies
of +5.6 hPa. The cooling effect of wildfire smoke is associated with presence of aerosols modifying the
Earth's radiative budget by scattering and absorption of incoming solar radiation. This effect, which is often
referred to as smoke shading, can reduce afternoon near‐surface temperatures if there is sufficient aerosol
loading in the atmosphere to decrease downwelling shortwave radiation via absorption and scattering
(Lareau & Clements, 2015; Robock, 1988, 1991). Smoke shading can suppress convective boundary layer
growth, which can result in persistent near‐surface temperature inversions that inhibit the dispersion of
smoke (Garrett et al., 1990; Robock, 1988; Segal et al., 1989).

It has been hypothesized that wildfire smoke can cause a positive feedback where additional smoke aerosols
accumulate as a result of slower smoke dispersion, which can further amplify the near‐surface temperature
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inversion due to increased absorption and scattering of downwelling solar radiation (Robock, 1991).
Persistent smoke‐induced inversions most often occur in areas of significant topographic relief (e.g., moun-
tain valleys), which can trap smoke aerosols resulting in inversions that can persist for several weeks.
Interactions between the aerosols and the boundary layer process have been extensively studies over past
years (Li et al., 2017). However, much of the existing literature have only focused on aerosol‐boundary layer
interactions at the regional and global scales, usually with an emphasis on urban air quality.

Smoke‐induced inversions can also have significant impacts on people by exposing the affected population
to prolonged periods of degraded air quality as a result of hazardous concentrations of particulate matter
(e.g., PM2.5). High concentrations of PM2.5 often have adverse effects on human health, as inhaled particu-
lates can penetrate deep into people's lungs (Huttunen et al., 2012; Johnston et al., 2012; Zelikoff et al., 2002).
Smoke inversions can also impair visibility, presenting a challenge for transportation and fire management
operations (Goodrick et al., 2012).

Wildfire smoke poses a significant hazard to communities and fire management. Thus, the ability to predict
fire‐atmosphere feedback such as smoke‐induced inversions would benefit air quality and fire management
personnel. In addition, wildfire activity is projected to increase through the end of twenty‐first century as a
result climate change (Spracklen et al., 2009). Thus, improving the understanding of fire‐atmosphere
feedback and developing better forecast tools that can account fire‐atmosphere interactions will become
increasingly important. Despite advancements in numerical weather prediction (NWP) models, forecasting
smoke and smoke dispersion remains challenging due to uncertainties associated with fire emissions, fuel
characteristics, vertical smoke distribution, and fire‐atmosphere interactions (Goodrick et al., 2012; Larkin
et al., 2009; Mallia et al., 2018; Val Martin et al., 2012). Furthermore, operational NWP models generally
do not account for fire‐atmosphere interactions and often neglect radiative effects from aerosols, thus are
unable to resolve smoke‐induced inversions (Lareau & Clements, 2015).

Recently, a coupled fire‐atmospheremodel (WRF‐SFIRE;Mandel et al., 2011) was integratedwith a chemical
model (WRF‐SFIRE‐CHEM; Kochanski et al., 2016) in an effort to simultaneously simulate fire spread, fire
plume rise, smoke dispersion, and plume chemistry. In addition, this modeling framework has the ability
to simulate radiative feedback associated with smoke aerosols; however, this capability has not been thor-
oughly tested. Here theWRF‐SFIRE‐CHEM frameworkwas applied to a case studywhere significant wildfire
smoke was observed, which potentially resulted in cooler surface temperatures and persistent inversions.

During the summer of 2015, a number of large wildfires burned across Northern California in areas of
localized topographic relief (Figure 1). Persistent valley smoke hindered fire‐fighting efforts, delayed heli-
copter operations, and exposed communities to high concentrations of atmospheric pollutants. While
nighttime inversion conditions are typical in valleys across the western United States, the inversion
during this event lasted longer than usual, as it persisted through the late afternoon on 19 August
2015. According to surface meteorological stations, pronounced cooling was observed within valleys
across Northern California, while upper elevation locations above the smoke layer saw minimal decreases
in surface temperatures. It was hypothesized that the combination of increased scattering and absorption
within the smoke layer and midlevel atmospheric heating from the fire stabilized the atmosphere and
extended the inversion period.

The study presented here will focus on the local meteorological effects of wildland fire smoke, which can be
important to understand for firefighting operations and air quality management. While previous modeling
studies investigated relatively homogeneous well‐mixed aerosol layers, the work presented here represents
the first modeling effort focused on the small‐scale processes associated with fire‐atmosphere interactions
typically neglected in air quality models, which treat fire emissions as point sources with no exchange of fire
heat to the atmospheric model. For this study, aerosol effects are modeled simultaneously with fire progres-
sion, emissions, plume rise, and fuel moisture evolution using an integrated modeling system.

In the following sections, we will first describe the model setup, which was used to investigate and quantify
the radiative impacts of smoke aerosols on mountain valley inversions (section 2.1) along with a brief
description on the observations used to verify simulated results (section 2.2). A basic description of the case
study investigated for this study is presented in section 3. Results and conclusions for this work are presented
in sections 4 and 5, respectively.
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2. Methodology
2.1. Modeling Framework

The WRF‐SFIRE‐CHEM modeling framework (WRFSC), which couples a fire‐atmosphere model with a
chemical transport model (WRF‐CHEM; Grell & Baklanov, 2011), was used to simulate smoke‐induced
inversions observed across Northern California on 19–20 August 2015. The integration of the atmospheric,
fire, and chemical transport models enables WRFSC to explicitly simulate the fire propagation, plume rise,
and smoke dispersion and chemistry (Kochanski et al., 2016). For the purpose of this study, WRFSC's inte-
gration with the RADM2 (Stockwell et al., 1990) andMOZART (Emmons et al., 2010) chemical mechanisms
was extended to the Goddard Chemistry Aerosol Radiation and Transport (GOCART) scheme (Chin et al.,
2000). In this setup, the fuel consumption computed by the fire component of the system is converted into
the fluxes of SO2, PM2.5, organic carbon, black carbon, and PM10. Emissions are then injected into the first
model layer and are transported by model‐resolved pyroconvection and advection. WRFSC's integration
with the GOCART scheme has been implemented to enable aerosol interactions with incoming solar radia-
tion at a modest computational cost, which is often necessary for forecasting applications. A schematic dia-
gram showing the coupling mechanisms betweenWRFSC components can be seen in Figure 2. The WRFSC
code used in this study, which is based on WRF v3.4.1, is publicly available at the Open Wildland Fire
Modeling repository under http://github.com/openwfm/wrf‐fire/.

WRFSC has been configured with three nested domains with of grid spacing of 12, 4, and 1.33 km, respec-
tively. A total of six fires were simulated, with five of them being located within the innermost domain
(d03) and one within the 4‐km domain (d02; Figure 3). WRFSC simulations were initialized on 16 August
0000 UTC and run for seven days, with boundary conditions coming from the Climate Forecast System
Reanalysis (Saha et al., 2014). The fire component of the system computing fuel consumption and emissions
was executed on a 1:20 refined mesh, with a horizontal resolution of 67 m in d03 and 200 m in d02.

Figure 1. True color satellite image fromMODIS (Terra) of wildfire smoke across Northern California on 20 August 2015.
The red‐dashed line indicated smoke trapped within valleys across Northern California, while the light blue‐dashed line
outlines the general smoke plume.
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LANDFIRE was used to provide WRFSC with high‐resolution fuel descriptions and elevation data (https://
www.landfire.gov/). The fuel moisture model (Vejmelka et al., 2015) was initialized uniformly across the
computational domain based on the National Fuel Moisture Database data available on the Wildland Fire
Assessment System (http://www.wfas.net/), and was run in‐line with the atmospheric model. This model
provides fuel moisture estimates, which are used for the fire spread computation within the WRFSC
forecast runs. The initial fuel moisture values as well as the detailed WRF configuration are presented in
Table 1.
2.1.1. Sensitivity Simulations
Three numerical simulations were carried out in order to quantify the impacts of wildland fires and smoke
on vertical temperature profiles in valleys adjacent to actively burning fires across Northern California. The
first simulation (1) was performed under no‐fire and no‐smoke conditions. This configuration was intended
to serve as a proxy for a generic atmospheric simulation, which neglects the atmospheric impacts of fire and
smoke. The second simulation (2), defined as the “baseline simulation,”was run with WRFSC utilizing cou-
pling between fire emissions and the GOCART aerosol scheme, but with the radiative smoke impacts turned
off. In this simulation, fire heat and emission fluxes were injected into the atmosphere, but smoke was

Figure 2. Diagram of the data flow in the WRF‐SFIRE‐CHEM (WRFSC) model used in this study.

Figure 3. (left) Active fires across Northern California on 23 August 2015 within the innermost domain d03 and (right) the
model domain setup with the indication of the additional fire within domain d02.
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treated as being radiatively inactive. The third simulation (3) utilized a
similar model configuration as the second setup, where smoke emissions
computed from fuel consumption were linked to the GOCART aerosol
scheme. However, in this setup, smoke aerosols were allowed to interact
with the Rapid Radiative Transfer Model for GCMs (Iacono et al., 2008).
The fuel‐specific emission factors for PM2.5, OC, and BC were obtained
from Urbanski (2014) and Akagi et al. (2011). In this configuration,
WRFSC rendered both the thermodynamic impact of fire heat as well as
the radiative impacts of smoke aerosols on incoming solar radiation.

For the three configurations described above, fire growth was constrained
using airborne infrared perimeters available on the Geospatial Multi‐
Agency Coordination (GeoMAC) website (https://rmgsc.cr.usgs.gov/out-
going/GeoMAC/) operated by the U.S. Department of the Interior and
the U.S. Department of Agriculture. The fire propagation history was
encoded as a fire arrival time, which was derived by spatially interpolating
daily fire perimeters. The results from this set of hindcast simulations
(hereafter, “constrained runs”) are discussed in sections 4.1–4.3.
2.1.2. Forecast Simulation With Dynamic Fire Progression
An additional set of simulations were carried out using a “forecast config-
uration,” where the fire growth was driven by simulated weather condi-
tions, fuel moisture, fuel type, and topography (i.e., fully coupled),

instead of being constrained by observed fire perimeters (simulations described in section 2.2). This config-
uration was used to test the feasibility of running WRFSC in an operational setting where fire growth would
be driven by meteorology, fuel characteristics, and topography instead of being constrained by fire peri-
meters, which are generally not available in a forecast setting. This approach is fundamentally different from
what is used in the current operational systems such as BlueSky (Larkin et al., 2009) or HRRR‐smoke
(Ahmadov et al., 2017), which estimate future emissions based on the last day fire activity (i.e., persistence).
Forecast simulations were initialized on 18 August at 1200 UTC, after spinning up for 48 hr. For the first 48

hr prior to 18 August, the fire progression was driven by the fire history
derived from fire perimeters, similar to the hindcast runs described in
the previous section. This spin‐up period was intended to ensure that a
realistic large‐scale smoke distribution and fuel moisture were established
prior to the start of the forecast run. The fire initialization included two
steps: removing the fuel from grid cells burnt prior to the simulation start,
followed by prescribing initial fire progression from the perimeter‐derived
fire arrival time. After 48 hr of model spin‐up, the fire progression was dri-
ven by fuel characteristics and meteorology in a fully two‐way coupled
mode for the next 96 hr. Results from this run are presented in
section 4.4.

2.2. Observations
2.2.1. Portable PM2.5 Stations
A number of portable PM2.5 stations were deployed across Northern
California during the summer of 2015, courtesy of the Western Region
Climate Center and the Interagency Real‐Time Smoke Monitoring
(AIRSIS) systems. These portable stations were deployed as part of the
Wildland Fire Air Quality Response Program (https://wildlandfires-
moke.net). Five of these stations were located in valleys that were adjacent
to the wildfires of interest (Figure 4). To measure PM2.5, these stations
were either outfitted with an E‐Sampler or an E‐BAM measurement
instrument, which were both manufactured by Met One Inc. PM2.5 con-
centrations measured at these sites were used to validate predicted wild-
fire smoke concentrations within WRFSC (see Tables 2 and 3).

Table 1
Detailed WRF Configuration Used in the Study

Domains d01 d02 d03

Horizontal resolution of
atmospheric model

12 km 4 km 1.33 km

Horizontal resolution of the
fire model

‐ 200 m 67.7 m

Number of grid points
(x × y × z)

130 × 130 ×
41

130 × 130 ×
41

130 × 130 ×
41

Initial 1‐hr fuel moisture ‐ 4.4% 4.4%
Initial 10‐hr fuel moisture ‐ 10% 10%
Initial 100‐hr fuel moisture ‐ 12.2% 12.2%
Initial life fuel moisture ‐ 86% 86%
Time step 18 s 6 s 2 s
Microphysics Lin et al.a Lin et al.a Lin et al.a

PBL physics YSUb YSUb YSUb

Surface model Noahc Noahc Noahc

Cumulus parameterization Grell‐
Devenyid

Grell‐
Devenyid

‐

Chemical option 300 300 300

aChen and Sun (2002). bHong et al. (2006). cTewari et al. (2004).
dGrell and Devenyi (2002).

Figure 4. Terrain map of the innermost model domain (d03). BGBC1 is the
Big Bar station located toward the bottom of the Trinity River valley (ele-
vation of 524 m), while TCAC1 denotes the Trinity Camp observation site,
located at the top of the Trinity River valley (elevation of 1,005 m). Red cir-
cles represent locations of mobile air quality stations.
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2.2.2. Plume Top Height Data (Multi‐angle
Imaging SpectroRadiometer)
The Multi‐angle Imaging SpectroRadiometer (MISR) and Moderate
Resolution Imaging Spectroradiometer data were used to retrieve the
plume top heights for the fires across Northern California during the
time of interest. MISR provides stereoscopic imaging capability with
275‐m spatial resolution for 672‐nm spectral band and 1.1‐km spatial
resolution for 446‐nm spectral band, which can be combined with
Moderate Resolution Imaging Spectroradiometer thermal anomalies to
identify fires and estimate fire plume top heights. Wildfire plumes

within the domain and time of interest (18 August at 1900 UTC) were digitized and processed using
the MISR Interactive eXplorer (MINX) v.4 (Nelson, Averill, et al., 2008, Nelson, Chen, et al., 2008,
Nelson et al., 2013).

3. Case Description

Throughout the month of August, daytime inversion conditions were observed across Northern California.
It was hypothesized that smoke originated from six large wildfires that were actively burning across
Northern California during this time (Figure 3). The most severe smoke conditions were observed during
the afternoon of 19 August 2015. Here smoke was responsible for impacting fire‐fighting efforts, grounding
helicopter operations, and degrading air quality across the region. Smoke was particularly thick south of the
Kalmath Mountains, which resulted in a significant decrease in 2‐m temperature at a meteorological station
located toward the bottom of Trinity River Valley (see Figure 4). The lack of cloud cover across the study
domain during the days of most pronounced surface cooling made this episode ideal for analyzing the radia-
tive impacts of smoke.

Incoming solar radiation and temperature from both WRF‐SFIRE model configurations were compared to
observations at two stations that were adjacent to the River Complex and South Complex fires. The first sta-
tion (Big Bar; BGBC1) was located within the Trinity River valley (elevation = 524 m), while the second site
(Trinity Camp; TCAC1) was located at the top of the Trinity River Valley with an elevation of 1,005 m. The
elevation map of the innermost model domain and the location of these two stations are shown in Figure 4.

BGBC1, located deeper within the Trinity River Valley relative to TCAC1, observed a much larger decrease
in incoming solar radiation on 19 August when compared to TCAC1 (Figure 5), as well as a larger tempera-
ture decrease (see section 4). The gradual breakdown of the 500‐hPa ridge centered across western United
States was likely partially responsible for the cooler daytime temperatures (Figure 6). However, the large
decreases in incoming solar radiation seen in Figure 5 at BGBC1 suggest that synoptic‐scale cooling was
not the only factor behind the temperature decreases observed at BGBC1. Based on the geographic locations
of these stations, it was hypothesized that the temperature and solar radiation differences observed at
BGBC1 and TCAC1 were the result of different site elevations. BGBC1, which was located deeper in the val-
ley, likely had a larger aerosol optical depth (thicker smoke layer) relative to TCAC1, which was located
higher in the mountains.

4. Results
4.1. Basic Validation of the Plume Rise and Surface PM2.5

From the Hindcast Simulation

The ability for NWP models to realistically represent the vertical
plume distribution is critical from the standpoint of smoke disper-
sion, and smoke radiative impacts (Liu et al., 2008; Mallia et al.,
2018; Walter et al., 2016). This task can be particularly challenging
for coupled fire‐atmosphere models, which must simultaneously
resolve pyroconvection and fire growth. In order to assure that the
WRFSC simulations were able to grid spacing plume development,
simulated plume top heights were compared to derived plume tops
from MISR.

Table 2
Average Modeled and Observed PM2.5 Concentrations (μg/m

3)

Mean observation Mean model Bias Relative bias

Station 1 177.0 142.8 −34.2 −19%
Station 2 23.5 31.8 8.3 35%
Station 3 496.3 1047.2 550.9 111%
Station 4 315.0 293.2 −21.8 −7%
Station 5 99.9 100.4 0.5 1%

aMean concentrations were averaged between 17 and 22 August 2015.

Table 3
Average Forecast and Observed PM2.5 Concentrations (μg/m

3)

Mean observation Mean model Bias Relative bias

Station 1 176.8 161.4 −15.6 −9%
Station 2 23.5 33.3 9.8 42%
Station 3 496.3 1281.9 785.6 158%
Station 4 315.2 407.7 92.7 29%
Station 5 99.9 126.8 26.8 27%

aMean concentrations were averaged between 17 and 22 August 2015.
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Overall, the hindcast WRFSC simulation was able to realistically capture
the vertical extent of the smoke plume (Figure 7). The histograms pre-
sented in Figures 7a and 7c indicate good agreement between the
observed (2,240m above sea level) and simulated (2,306m above sea level)
mean plume top height on 18 August 18 at 1900 UTC. Figures 7b and 7d
indicate that the overall plume orientation was also captured correctly by
each model configuration. However, it is important to note that MISR
was only able to provide a single estimate of the vertical extent of a
dynamically evolving plume as satellite overpasses over a single area are
infrequent. Despite the lack of observations, WRFSC simulations did
indicate that fire plume heights continued to increase throughout the
afternoon from 2,000 to 2,800 m above ground level despite the presence
of increased stability from aerosol feedbacks. Finally, it is worth noting
that there are a number of points where MISR reported missing data,
likely due to the sensor's inability to detect thin smoke plume, and smoke
over mountaintops and oceans (Figure 7a).

Simulated PM2.5 concentrations from the hindcast model runs were also validated against observations
obtained from air quality stations deployed during Wildland Fire Air Quality Response Program.
Simulated and observed PM2.5 were averaged between 17–22 August 2015 (Table 2). Results here suggest
that simulated PM2.5 was in agreement with observed concentrations. The spatial variability of PM2.5 across
the region was well captured by the model with the lowest and highest concentrations being reported at sta-
tions 2 and 3, respectively (Table 2). However, modeled concentrations at station 3, which was located

Figure 5. Time series of observed incoming solar radiation at BGBC1 and
TCAC1 stations. The light blue shading highlights differences in the solar
radiation measured at these sites.

Figure 6. Synoptic‐scale conditions for the western United States at 18:00 UTC on (a) 18 August, (b) 19 August, (c) 20
August, and (d) 21 August. Color‐filled contours represents 2‐m temperature (°C), white lines indicate 500‐hPa geopo-
tential heights contoured every 6 dam, and the black vectors indicate 700‐hPa winds (m/s) greater than 3m/s. Blue shaded
area indicates regions with winds less than 3 m/s and the black‐dashed line represents the axis of the short‐wave trough.
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between Route and South Complex fires, was significantly overestimated (~158%). PM2.5 at stations 1 and 4
were moderately underestimated by −7 and −19%, respectively.

4.2. Sensitivity Analysis Based on the Hindcast Simulations

Model simulations with and without the radiative impact were used to quantify the impacts of smoke aero-
sols on incoming solar radiation across Northern California between 16 and 23 August 2015. Fires simulated
in hindcast mode were constrained using observed fire perimeters, which is discussed in further length in
section 2. Unsuprisingly, the baseline simulation, which does not account for the radiative impact of smoke,
was unable to capture the reductions of incoming solar radiation at BGBC1 during the afternoon on 19
August (Figure 8a). Here the incoming solar radiation peaked at 900 W/m2 during the afternoon, while
the observations measured significantly lower values (<400 W/m2) during this time. Measurements at
TCAC1 station showed a smaller decrease in incoming solar radiation relative to BGBC1, which was also

Figure 7. MISR observed versus modeled smoke plume tops on 18 August 2015 at 1930 UTC. (left column) Histograms of
plume top heights. (right column) Spatial map of the plume top height. (a and b) MISR observations, (c and d) WRFSC
hindcast simulation, and (e and f) WRFSC forecast simulation.
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not captured by the baseline simulation. The baseline simulation also failed to capture differences in the
incoming solar radiation between these two locations (Figures 5, 8a, and 8b).

The model configuration that included the radiative effects of smoke aerosols performed significantly better,
and reduced the positive bias in the modeled incoming solar radiation at BGBC1 (Figure 8a) on 19 August
from over 400 W/m2 to less than 100 W/m2. The coupling between the smoke and the radiation scheme
was able to resolve the decreases in incoming solar radiation during the afternoon of 19 and 20 August as
evident in the time series for BGBC1 and TCAC1 (Figures 8a and 8b). These results suggest that the observed
decreases in solar radiation at TCAC1 and BGBC1 were likely associated with the presence of smoke. The
thick smoke layer covering the Trinity River Valley likely caused the observed discrepancies between the
solar radiation measured at BGBC1 and TCAC1. Here BGBC1 was located deeper in the valley and was cov-
ered by a thicker layer of smoke, while TCAC1, which is located at a higher elevation, was covered by a shal-
lower layer of smoke.

The impact of the fire smoke is also evident in the 2‐m air temperature time series (Figure 9). Prior to the
smoke event, conditions observed during the simulations with and without radiative impacts of smoke were
nearly identical. However, during the afternoon of 19 August, temperatures for these simulations showed
noticeable differences. While part of the temperature decrease observed at BGBC1 and TCAC1 was likely
driven by an approaching shortwave trough breaking down the 500‐hPa ridge centered along the Pacific
Coast (Figure 6), the WRFSC simulation that accounted for aerosol direct effects showed 2‐m temperatures
that were 3 °C cooler at BGBC1 relative to the baseline simulation. The time series for the TCAC1 also
showed some cooling due to smoke aerosols. However, the cooling at TCAC1 was not nearly as pronounced
as the cooling observed at BGBC1.

In order to assess the fire impact on the thermal structure of the atmosphere, vertical temperature profiles
over the Trinity Valley were analyzed. The comparison between the baseline simulation and the generic
WRF simulation without fire did not reveal any appreciable differences in the temperature profiles within
Trinity Valley (not shown). This suggests that the thermal effect of the fires was very localized. From this,
it can be hypothesized that for this particular case, the direct thermal effect of the fire did not contribute
to the observed inversions. However, differences between the baseline simulation and the WRFSC run with
aerosol feedbacks indicate that wildfires smoke had a significant impact on the thermal structure of the

Figure 8. Modeled and observed incoming solar radiation at (a) BGBC1 and (b) TCAC1. The red line represents the base-
line configuration without aerosol effects and the orange line represents the model configuration with radiatively active
smoke.
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atmosphere (Figure 10). Here smoke shaded the surface, which resulted in low‐level cooling, while the
absorption of radiation resulted in slight warming aloft (+0.5 °C). This dual effect stabilized the
atmosphere and promoted persistent smoke‐enhanced inversions (see Figure 10c).

Model results across Northern California on 19 August at 2100 UTC indicate that much of the area was
affected by wildfire‐emitted PM2.5, with vertically (column) integrated concentrations exceeding 100
mg/m2 (Figure 11a). Incoming solar radiation was significantly reduced in the simulation including the
aerosol impacts relative to the baseline simulation, with some locations observing deceases approaching
600 W/m2 (Figure 11b). Similar decreases were also observed for 2‐m temperatures, which were mostly con-
fined to river valleys across Northern California (Figure 11c). Wind speed reductions were also seen across
the study region (Figure 11d), which was likely the result of smoke‐induced stability reducing vertical mix-
ing and decoupling surface winds from the free troposphere.

The visible correlation between the patterns of column‐integrated PM2.5, solar radiation reductions, and sur-
face cooling indicates that the observed dampening of the diurnal temperature cycle at BGBC1was related to
the local impacts of the wildfire smoke, which strengthened the inversion by decreasing the amount of
incoming solar radiation that reaches the surface, thus reducing surface heating rates and suppressing pla-
netary boundary layer (PBL) growth (Figure 11e). It is suspected that surface cooling associated with smoke
shading reduced simulated PBL heights relative to the WRFSC simulation without aerosol‐radiative feed-
back. The regions with large column‐integrated PM2.5 values experienced inhibited PBL growth, with
boundary layer heights being reduced by ~400 m relative to the baseline simulation. As a result, suppressed
PBL growth during the afternoon allowed for near‐surface smoke accumulation as seen in Figure 11f.
Through the six panels in Figure 11, it can be hypothesized that thick smoke was likely responsible for driv-
ing a positive feedback mechanism where smoke shading resulted in increasing stability as a consequence of
surface cooling and warming aloft. This effect likely suppressed vertical mixing and PBL growth, reduced
near‐surface winds, and allowed smoke to accumulate within mountain valleys. A more rigorous analysis
was carried out in section 4.4 to confirm this hypothesis.

4.3. The Analysis of the Forecast Simulation

In an effort to assess whether the plume rise and radiative smoke effects can be successfully rendered in a
fully coupled forecast configuration, results from the forecast simulation were analyzed, similar to the

Figure 9. Modeled and observed 2‐m temperature at (a) BGBC1 and (b) TCAC1. The red line represents the baseline con-
figuration without aerosol effects and the orange line represents the model configuration with radiatively active smoke.
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hindcast run configuration (section 4.2). Plume top heights from this simulation were nearly identical to the
run with constrained fire progression. The smoke orientation and the range of plume top height values were
comparable to the hindcast simulation (Figures 7d and 7e) while the forecast mean plume top height
matched the MISR‐derived mean plume top height (2,298 versus 2,240 m). The statistics for the forecasted
PM2.5 concentrations (Table 3) were also comparable to the results from the hindcast run summarized in
Table 2. Similar to the hindcast simulation, the highest concentrations simulated in the forecast
configuration were also reported at station 3, followed by stations 4, 1, 5, and 2. These results are
comparable to the trends observed in the measurements and hindcast simulation. However, relative to the
hindcast simulation, the forecast did produce higher concentrations of PM2.5. PM2.5 concentrations at all
the sites with the exception of station 1 were overestimated by the forecast simulation, with the highest
bias once again occurring at the station 3. Since station 3 is located between the South Complex and
Route fires, it is suspected that this site is particularly sensitive to the simulated fire progression. Due to
station 3's close proximity to the Route and South Complex fire, even small errors in fire progression
could result in significant biases in the simulated smoke concentration.

Next, temperature and incoming solar radiation at TCAC1 and BGBC1were compared to the observations to
verify whether the forecast run was able to capture the smoke‐atmosphere interactions observed in the hind-
cast run. As presented in Figure 12, the simulation with forecasted fire progression was able to reproduce
both the reduction of incoming solar radiation in the afternoon of 19 August, in addition to the relative

Figure 10. (a) Temperature differences between the configuration that included aerosol radiative impacts and the base-
line simulation for a location near BGBC1. (b) Simulated vertical PM2.5 concentrations with radiatively active smoke.
(c) Simulated θ profiles. Panels are for 19 August 2015 at 1830 UTC.

10.1029/2019JD030558Journal of Geophysical Research: Atmospheres

KOCHANSKI ET AL. 9109



differences in the smoke shading effects at the BGBC1 and the TCAC1 sites. It is worth noting that the
forecast time series of the incoming solar radiation and the 2‐m air temperature were very similar to the
results from the hindcast run (Figures 12, 8, 13, and 9), with differences less than 100 W/m2 and 1
°C, respectively.

Figure 11. (a) Column‐integrated PM2.5 concentrations from the model simulation that included radiative aerosol
radiative impacts. Fire locations are denoted by black text. Differences between the WRF‐SFIRE configuration that
included aerosol impacts and the baseline simulations for (b) solar radiation, (c) 2‐m temperature, (d) wind speed, (e) PBL
height, and (f) surface PM2.5. Panels are for 19 August 2015 at 1900 UTC.
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Finally, differences between the baseline and forecast configuration were computed for incoming solar
radiation, 2‐m temperature, 10‐m winds, PBL heights, and near‐surface PM2.5 concentrations (Figure 14).
Similar to the results for the hindcast configuration, the forecast simulation was able replicate the observed

Figure 12. Modeled and observed incoming solar radiation at (a) BGBC1 and (b) TCAC1. The red line represents the
baseline configuration without aerosol effects and the orange line represents the forecast model run with resolved fire
progression and radiatively active smoke.

Figure 13. Modeled and observed 2‐m air temperature at (a) BGBC1 and (b) TCAC1. The red line represents the baseline
configuration without aerosol effects and the orange line represents the forecast model run with resolved fire progression
and radiatively active smoke.
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positive feedback mechanism where smoke shading resulted in increased low‐level stability, weaker surface
winds, lower PBL heights, and weaker smoke dispersion, which translated into smoke accumulation within
valleys. These results indicate that even the relatively simple representation of the fire progression based on
the semiempirical Rothermel model coupled with the fuel moisture and atmospheric model may be

Figure 14. (a) Column‐integrated PM2.5 concentrations from the forecast model simulation that included aerosol radia-
tive impacts. Fire locations are denoted by black text. Differences between the WRFSC forecast configuration that
included aerosol impacts and the baseline simulations for (b) solar radiation, (c) 2‐m temperature, (d) wind speed, (e) PBL
height, and (f) surface PM2.5. Panels are for 19 August 2015 at 1900 UTC.
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sufficient for forecasting smoke production and smoke‐induced inver-
sions within the WRFSC modeling framework.

4.4. Analysis of the Feedback Mechanism

In an effort to verify the positive feedback hypothesis presented in sections
4.2 and 4.3, additional numerical simulations were carried out that
focused on the sensitivity of near‐surface PM2.5 concentrations to varia-
tions in smoke emissions. These runs, utilizing radiatively active smoke,
were executed with the emission fluxes reduced to 25% and 50% of their
original values. If positive feedback were not present, the enhancement
in the near‐surface PM2.5 concentrations associated with the smoke fluxes
should be reduced to 0.25 of their original values, with this decrease being
directly proportional to the decrease in emissions. In other words, dou-
bling of the emissions would result in doubling the PM2.5 concentrations.
However, in the case where a positive feedback is present, PM2.5 should
increase more rapidly relative to the changes in the emissions.

The sensitivity of the near‐surface PM2.5 concentrations to changing emis-
sions is shown in Figure 15. PM2.5 concentrations plotted in Figure 15
represent near‐surface conditions within valleys with most persistent
and thickest smoke. The values used to construct the red line were com-
puted as averages, across all the points in the domain that experienced a
>75% enhancement in the surface PM2.5 concentrations during the after-
noon of 19 August as a result of radiative smoke impacts. The enhance-
ments were computed as a difference between the baseline run without

radiative smoke, and the constrained run accounting for radiative smoke effects. The black line Figure 15
shows an ideal no‐feedback linear relationship between the concentrations and emissions. The noticeable
divergence between the red and the black line indicates the presence of a positive feedback, which resulted
in the surface PM2.5 concentrations that increased at greater rate than the no‐feedback linear relationship.

This feedback mechanism was further investigated by analyzing the time evolution of the incoming radia-
tion, the PBL height, and the PM2.5 concentration in response to a step‐type disturbance, which was applied

Figure 15. Sensitivity of the near‐surface PM2.5 concentration in response
to the changes in the smoke emissions showing the effect of radiative
feedback. Scaling factor is the fraction of the originally used emission fluxes.
The solid black line shows an ideal response without feedback. The dashed
red line shows the simulated response with radiative feedback on.

Figure 16. (a) Response of the solar radiation (solid red line), PBL height (dashed purple line), and PM2.5 (black dotted
line) to the radiative feedback activated at 1200 UTC. The plotted values represent normalized differences between the
run with the feedback instantaneously turned on, and the baseline no‐feedback simulation. The maximummagnitudes of
differences between solar radiation, PBL, and PM2.5 are 350W/m2, 320m above ground level, and 560 μg/m3, respectively.
(b) Height‐time cross section of differences in temperature (color‐filled) and PM2.5 (dashed contour) from the run
with feedback turned on, and the baseline no‐feedback simulation. PM2.5 dashed contours include differences starting
from +100 μg/m3 and are contoured every 100 μg/m3.
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as an instantaneous smoke radiative forcing. This analysis was based on a comparison between the baseline
no‐feedback simulation, and a new run in which the radiative feedback was instantaneously activated on 19
August 1200 UTC, several hours prior the onset of the analyzed smoke episode. The time series presented in
Figure 16 shows a notable time shift between the normalized values of the incoming solar radiation, PBL
height, and surface concentrations. The plotted values are normalized differences between the run with
the feedback instantaneously turned on, and the baseline no‐feedback simulation. Reductions in incoming
solar radiation appear first at 14:00 UTC (7 am local time), followed by a decrease in PBL heights an hour
later. At the same time, there is also an increase in the PM2.5 relative to the simulation with no aerosol radia-
tive feedback. This increase peaks at 1800 UTC (11:00 LST) and starts decreasing as an approaching short-
wave trough increases near‐surface winds, which starts to erode away the smoke‐induced inversion.
Figure 16a suggests that the initial response to the presence of the radiative active aerosols is a reduction
in the incoming solar radiation and surface cooling, which inhibits mixing, reduces the surface winds,
and decreases the PBL height, which in turn increases surface smoke concentrations. When the maximum
reduction in the incoming solar radiation reaches 350 W/m2, the PBL heights decrease by 320 m above
ground level, while the near‐surface PM2.5 concentrations increase by up to 560 μg/m3.

Vertical time cross sections of differences between the model configurations with and without aerosol
feedbacks reveal that weak near‐surface cooling at 1600 UTC (9:00 LST) resulted in an increase in PM2.5

45 min later (Figure 16b). Following the rapid increase in PM2.5 concentrations from 1700 to 1800 UTC,
temperatures rapidly decreased through the late afternoon. At the same time, warming aloft due to the
presence of smoke aerosols further increased stability between 500 and 1,200 m above sea level.

These results are consistent with Yu et al., 2002who modeled the radiative impact of aerosols on the PBL
evolution using a one‐dimensional boundary layer model, as well as with Jacobson and Kaufman (2006)
who analyzed wind speed reductions due to aerosols over California.

5. Conclusions

Observation‐based studies have indicated that wildfire smoke can have significant impacts on local meteor-
ology through interactions between wildfire smoke and incoming solar radiation (Lareau & Clements, 2015;
Robock, 1988). However, due to the lack of observations, which are needed to fully explain wildfire smoke‐
atmosphere interactions, the mechanism that drives this interaction remains unclear. As a result, models are
often needed to fill in the gaps where observational data are absent or unavailable.

Modeling results presented here confirm that local fire‐atmosphere feedback due to the direct effects wildfire
smoke can have significant impacts on local weather conditions, which agrees with results from observation‐
based studies (Lareau & Clements, 2015; Robock, 1988). This study represents the first attempt to resolve the
interactions between wildfire smoke and the atmosphere in a fully coupled framework. This work highlights
the need for operational NWP models to account for the effects of wildfire smoke, especially for regions sus-
ceptible to wildfire activity and smoke‐induced inversions, such as mountain valleys across the western
United States. In the case study analyzed here, wildfire smoke reduced incoming solar radiation by as much
as 600 W/m2, which lead to local surface cooling reaching 3 °C in mountain valleys across Northern
California. In addition, model results indicate that smoke aerosols resulted in warming aloft (+0.5 °C),
which increased atmospheric stability. These results are consistent with a modeling study by Walter et al.
(2016), which found that shading from smoke plumes reduced surface temperatures by upward of 3–4 °C,
while absorption from soot increased temperatures aloft by 0.5–1 °C. It is worth noting that the simulations
carried out here excluded the indirect effects (microphysical effects) of smoke aerosols on local meteorology.
The microphysical impacts of wildfire smoke will need to be investigated in a future study.

This work suggests that the inclusion of fire‐smoke‐atmosphere feedback in a coupled modeling framework
such as WRFSC may help capture the impacts of wildfire smoke on near‐surface stability and local inver-
sions. Furthermore, smoke may have impacts beyond increasing atmospheric stability and decreasing tem-
peratures in smoke‐infiltrated valleys. Smoke‐enhanced inversions can inhibit the vertical mixing and
consequently reduce near‐surface winds. This interaction generates a positive feedback, where the smoke
layer cools the surface, stabilizes the atmosphere, inhibits the PBL growth, and reduces surface winds, limit-
ing smoke ventilation and promoting persistent inversions. As a result of this feedback, near‐surface PM2.5
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concentrations build up, particularly in the bottom of mountain valleys. For locations near the fires,
increases in PM2.5 concentrations exceeded 500 μg/m3, which can have significant impacts on air quality
and visibility. Since most fire management operations are carried out adjacent to wildfires, these results
demonstrate the need for NWP models to account for impacts of smoke‐induced inversions. Furthermore,
these results suggest that a fully coupled fire‐atmosphere model that can account for direct aerosol‐radiation
feedback is needed in order to drive the positive feedback mechanism associated with smoke‐
enhanced inversions.

While the results here are promising, the simulations presented should only be treated as a proof of concept.
Targeted experiments like the Fire and Smoke Evaluation Experiment (Prichard et al., 2019), providing
comprehensive description of the fuel characteristics, fire behavior, local meteorology, and emissions, are
necessary for validating coupled fire‐atmosphere models, as well as assessing their strengths and
weaknesses. For example, fire emissions often have significant uncertainties, particularly for radiatively
active aerosols such as black and organic carbon due to uncertainties associated with fire emission factors
(Urbanski, 2014). As a consequence, all NWP models that simulate fire emissions will have uncertainties
associated with smoke. Additional work is also needed to understand the impact of smoke feedback on
the fire propagation itself. Smoke‐induced inversions may decelerate surface winds. However, inversion
breakups or upslope fire propagation that protrudes through the inversion layer could lead to unexpected
fire acceleration, which is crucial to understand from a fire safety and air quality perspective.
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